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Motivation Experiments

Static and dynamic paradigms of LLM reasoning

Method
1. Module Design: We manually design atomic reasoning 

action modules based on prior prompting works, e.g., 
programming, verification;

2. Searching Best Trajectory: We perform multiple trials on 
all possible modules permutations and select the best 
one with the highest accuracy;

3. Training a planner: We use GPT-4o to generate the 
reason why the selected trajectory is the best based on 
the nature of the question, then either finetune a planner 
LLM as an external planning module (DOTS: External) or 
directly finetune the solver LLM and internalize the 
planning ability (DOTS: Internalized).

Motivation: The current LLM fails to dynamically decide the best reasoning strategies, e.g., when to use program.

Case Study

• Both the external planner and internal planner are better 
than the baselines;

• Further analysis show that our method can both adapt to 
the characteristics of specific questions and the 
capability of specific task-solving LLMs.
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