
Problem: Zero-shot Noisy TTA Comprehensive Analysis Method: Adaptive Noise Detector

Question: How to effectively detect noisy samples to mitigate their negative impacts in TTA? 🤔

The ID classes are defined based on the classification task of
interest rather than the classes used in pre-training.
Noisy samples refer to data that lie outside the ID label space,
whereas clean samples stay within it.
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Failure Case Study

Observation 1. Noisy samples have a significant negative impact on model 
adaptation during TTA.
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Experiments

Performance ranking 
distribution of five TTA 
methods across 44 ID-
OOD dataset pairs.

Existing TTA methods 
often underperform
the frozen model 
under ZS-NTTA setting.

Motivation: We naturally consider whether decoupling the classifier and 
detector might be a superior strategy for the ZS-NTTA task.

Observation 2. Noisy samples’ score gradually increase, ultimately rendering 
the MCM score incapable of distinguishing noisy samples in Tent.

Observation 3. Few inaccuracies during the early TTA stages can gradually 
lead the model to overfit to noisy samples.

How to detect noisy sample online (credit to OWTTT):

Simple baseline (ZS-CLIP):

Test set:

denotes the MCM score and is the cosine similarity between
the image and text features

Comparison between TTA, noisy TTA, zero-shot OOD detection, 
and the proposed zero-shot noisy TTA.

We use the detection results from ZS-CLIP as pseudo-labels to
train the Adaptive Noise Detector.
To further handle the clean data stream case, we intentionally
inject Gaussian noise as additional noisy samples to avoid wrongly
assigning too many clean samples as noisy ones.

On ImageNet, AdaND enhances the average performance by 8.32% in
terms of ACCH for ZS-NTTA.
Table 2: Zero-shot noisy TTA results for ImageNet as the ID dataset.

Table 1: Failure case study of existing TTA methods with CIFAR-10 as the ID dataset. Green
indicate an improvement over ZS-CLIP while red indicates the opposite.

The impact of clean and noisy samples on the gradients:

We analyze the failure case, i.e., ZS-CLIP outperforms most tuning-based 
methods on most ID datasets, highlighting three key observations.

Table 4: Zero-shot OOD detection results for ImageNet as the ID dataset.

Table 3: Runtime and GPU memory with varying batch sizes on ImageNet for a sample.

On ImageNet, AdaND enhances the average performance by 9.40% in terms of
FPR95 for zero-shot OOD detection.

AdaND is computationally efficient and comparable to ZS-CLIP.


